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The genomic era has produced a torrent of data which will only increase. One consequence is that systematic reviews and meta-analyses exploring associations between genetic variants or epigenetic marks with disease are also going to increase. Biomarkers will continue to publish good studies and encourages submission but is aware both of the potential volume of studies and the need for these to undergo rigorous review.
Meta-analysis is a statistical method which combines the results from independent studies. It can provide a more precise estimate of an effect, weighting them by their size. The argument for meta-analyses is that they decrease random errors and increase statistical power (Trikalinos et al, 2008). The initial use of meta-analysis was for the combination of clinical trial data; it has subsequently been extended into observational studies (Egger et al, 2001) and more recently into candidate gene association (Lee, 2015) and genome-wide association studies (GWAS) (Thompson et al, 2011).  The citation impact of meta-analysis of such studies is high (Patsopolous et al, 2005). The validity of the analysis, however, relies heavily upon the quality of the systematic review which provides the data.

We have previously given guidance to the considerations we expect to be taken into account in the design and statistical analyses of the studies that are published in Biomarkers (Lovell, 2009). In this short note we outline some of the considerations needed for the submission of systematic reviews and meta-analyses of candidate gene association studies. These points are aimed at providing guidance to both submitters of papers and the referees whose work Biomarkers depends upon.

The first and most important point is that, surprisingly to some, the main complexity of such studies is not their statistical analysis but rather the biological thinking that goes into the framing of an appropriate question, the collation of suitable data and, then, the discussion and drawing of conclusions.
To the non-statistician the statistical jargon of, for instance,  fixed or random effect models, Forest Plots, I2 values and DerSimonian and Laird approaches, can be daunting and intimidating. Certainly any statistical analysis should be appropriate and correctly carried out; however, most of the analyses can be carried out using standard software. Although there may seem to be much statistical analysis in these types of paper, in practice, once the data has been accumulated in the correct way all the analyses and figures can effectively be produced using the data in a very short time using a standard set of software code.
Proponents argue that systematic reviews are to be preferred to traditional narrative reviews because they are more rigorous, objective and transparent. The questions that really arise are: what was the justification for the review (i.e. why was it done) and what were the criteria used for assessing the quality of studies to be reviewed and the inclusion/exclusion criteria? Effects in genetic association studies are mostly small in size and vulnerable to biases. The potential exists, especially for genetic variants, for many systematic reviews/meta-analysis to be carried out where there are no biological hypotheses but which would produce what looks like a very comprehensive scientific analysis. However, these will be vacuous because the justification for and the interpretation of the study is where the 'innovative thinking' needs to be done. 
Quality criteria with scoring can provide a more object approach to the selection of studies and a reduction of the risk of bias. Quality scoring is a controversial topic (Greenland, 1994; Juni et al, 2001) and there are many methods; Juni et al. noting, for instance, 25 different scales. One (widely used) method is the Newcastle-Ottawa scale which grades studies based on eight items ((Downs & Black, 1998; Wells et al 2008). The criteria for inclusion and exclusion on quality considerations should be explicit, objective and transparent. 
The nature of the data collection process is important. Data collected from the literature is relatively easy to obtain at a relatively low cost but is more likely to be subject to biases than that assembled through a consortium of investigators working together with appreciable standardization of procedures such as methods of genotyping and definition of phenotypes. The latter is the preferred option of Sagoo et al (2009) and Evangelou & Ioannidis (2013).

Reproducible and independent replication of studies is increasingly recognized as an important part of the scientific process. It is important to appreciate that a meta-analysis is not replication. This is especially so if the initial study that generated the interest is included. If this study was large it may also be influential in the results of the meta-analysis. There is also the danger of bias being introduced because of the 'Winner's curse'. The systematic review/meta-analysis may be carried out because a specific study has indicated an association. In many cases studies that 'flag up' in this way are often 'exaggerations' or represent results at the upper end of the possible effect sizes. Future studies 'regress to the mean' and consequently show less pronounced effects. 

These considerations complicate the position of a journal which has committed itself to the publication of negative results. A negative result when there is no plausible hypothesis for a positive result, however, provides no useful addition to the scientific literature. 
A large number of papers and reviews discussed how to carry out systematic reviews on genetic data; for example, Sagoo et al (2009) and Evangelou & Ioannides (2013). The Cochrane Collaboration, HuGE and the Handbook of Research Synthesis provide further detailed description, recommendation and guidance. The HuGE reviews, in particular, address issues related to genetic association studies. 
The STREGA recommendations have been developed for individual studies.  The PRISMA (which developed out of the QUORUM guidelines) and MOOSE guidelines provide guidance including checklists for the reporting of meta-analysis of health care interventions  and observational studies. Links to these and other guidelines are provided in the Box. Note that some of the specific papers detailing these guidelines have been published in multiple journals.
The 'standard' meta-analysis approach
A detailed plan and protocol for the review should be developed and written down as a first step. The literature search strategy should be clearly explained and laid out. A validation of the individual studies should be carried out. Sagoo et al (2009) discuss the issues involved and outline in their Table 2 the details they suggest should be recorded for each study included in the review.

A flow chart diagrammatically representing the search results should be provided. Various guidelines illustrate how this can be done. Obviously a large number of large well-conducted studies is preferred. There is, however, no lower number of studies but the smaller the set the more vulnerable to bias and the influence of a single large study the results are. Search strategies, inclusion and exclusion criteria must be provided. A meta-analysis is of no value or can be seriously wrong if a rigorous systematic review has not been carried out. A meta-analysis needs enough studies to 'make sense'. Small and or poor trials will have little value and may mislead. (There is no minimum number and the software will run irrespective of the number of groups).
The standard meta-analysis of a genetic association involves the collation of a data set with either the number of genotypes for the gene of interest for the cases and controls or standardized measures for each genotype in the two groups. 

The genotype frequencies should be checked to ensure that they are in Hardy Weinberg equilibrium (HWE). This is tested by a chi-square test. Different researchers use different P values as a criterion of deviation. Often P <0.05 is used but some use the more conservative P <0.01 as the criterion.  (The P-values from all the analyses are usually two-sided.) Deviations from the HWE should flag concerns about the quality of the data.  Reasons might include genotyping errors, heterogeneity introduced by population stratification or bias in the selection of groups. 
A table of the number of cases and controls with the AA, Aa and aa genotypes (a generalised nomenclature is used here: a single gene with two alleles A and a) should be provided which can allow others to analyse the data independently.
Potential heterogeneity across studies can be assessed using Cochrane's Q-test which is a chi-square test (with n-1 degrees of freedom where n is the number of studies). If this test is significant a random-effects model (see below) is usually used.  A conservative P value of <0.1 rather than P <0.05 is often used as the criterion for heterogeneity. This test lacks statistical power and has tended to be superseded by the I2 test.  Higgins et al (2003) developed I2 as 'a better measure of the consistency between trials'. In this the values for each study are assessed for the degree of heterogeneity of the studies (often measured by an I2 value). P values of <0.10 associated with the 'I2 value' are again often taken as evidence for heterogeneity. I2 values of 0-25%, 25- 50%, 50 -75% and >75% are classified as low, moderate, large and very large heterogeneity respectively (Evangelou & Ioannidis, 2013).  The percentage of the I2 contributed by each study is also usually reported. This allows an assessment of whether one or more studies are likely to be very influential in the interpretation. However, this test also has low statistical power. A significant I2 value usually 'triggers' the choice of a random effects model. 
Either a fixed or random model method is used to analyse the data where the estimate from each study is weighted by the precision of the estimate. The choice between a fixed and a random model is somewhat controversial. A simple explanation is that the random model is used if the effect is expected to vary across studies while a fixed model is used when these particular studies are the only ones considered of interest and the effect is expected to be the same in all studies and any differences are due to chance. The DerSimonian-Laird procedure, based on the inverse-variance approach, is the commonest of a number of methods used for fitting random effect models. The random and fixed models give similar results when there is no heterogeneity. In the presence of heterogeneity the random effect often give wider standard errors and confidence intervals with more conservative P-values.  
A value such as the odds ratio (OR) or the mean standardized difference is calculated for each study together with, usually, the associated 95% Confidence Interval (CI). The overall (or pooled) OR or standardized difference together with its CI based upon either the fixed or random-effects model is also calculated. 
The results can then be presented as a Forest Plot which provides a plot of the best estimate with its CI for each study and the combined analysis. The length of the 'whiskers' and the symbols, often squares of different sizes which denote the study sizes, in the plot illustrate the best estimates of the effects and their CIs. The estimate of the overall/pooled OR is often represented by a diamond symbol together with its 95% CI

Formal statistical tests used to assess publication bias can be carried out. These include Egger's test (based upon linear regression) or Begg's test (based upon rank correlations in a paper by Begg & Mazumdar (1994)). Some authors propose using a criterion of P<0.01 to assess publication bias; but, doing these tests and then calling the results non-significant may not be very useful. Begg's test, for instance, has only moderate power when there are fewer than 25 studies in the meta-analysis. A funnel plot provides a visual representation of the results with a plot of the treatment effect (such as the odds ratios (or differences)) against a measure of the precision of study (such as the standard error (SE)) with the size of the study represented by the size of the symbol. In the absence of publication bias the plot should have a symmetrical shape like an up-turned funnel. A lack of studies in parts of these plots may suggest publication bias.

Genetic studies are more complicated than standard meta-analyses because they can involve the exploration of a number of different genetic models on the same dataset because the mode of inheritance of the genetic variant (such as a SNP) may be unclear. These include, dominant, recessive, co-dominant and additive models for genotypes and a contrast between alleles. The models are:
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This introduces potential multiple comparison issues, particularly when multiple genetic models are explored or sub-group analysis of, for instance, different ethnic groups are undertaken. A lack of appreciation of the issue may result in false positive 'calls'. Reporting results as significant using the P<0.05 criteria without a multiple comparison correction can lead in its turn to publication bias.  

Meta-analysis of single marker studies are essentially equivalent to candidate gene analyses compared with Genome Wide Association Studies (GWAS) where the multiple comparison problem has long been recognized. Guidelines for the meta-analysis of GWAS studies have been published (Thompson et al, 2011; Evangelou & Ioannides, 2013). 
A sensitivity analysis may be carried out by repeating the meta-analysis with one study omitted in turn and then producing a plot of the overall effect for each of the n-1 sets of studies. This is a 'leave-one-out' sensitivity analysis. (Again multiple comparison issues may arise if this is carried out on each of a series of genetic models.) Sensitivity analysis should look at the implications of including or excluding the lower quality studies.
All (or nearly all) the statistical analyses can be easily carried out using proprietary software such as Comprehensive Meta Analysis Software (CMA) (http://www.meta-analysis.com ),  Stata (using the Metan command) or by using the open source system R (for an overview: https://cran.r-project.org/web/views/MetaAnalysis.html and find the Genetics section).  The Cochrane Collaboration also provides the Review Manager (RevMan5) (Review Manager) software for carrying out analyses.
In conclusion. Biomarkers welcomes papers describing the identification of gene associations. Authors are encouraged to take into account the guidance in this editorial and to be aware that referees will be giving attention to the design and conduct of systematic reviews in conjunction with an assessment of any meta-analyses.
BOX 1: Supplementary Information
The following is a list of links to guidelines related to systematic reviews and meta-analyses, in general, and to those involving genetic markers, in particular. Note that links to relevant WebPages while accessible in January 2016 will probably change over time. Also note that some of the Guidelines are published in multiple journals so the same guideline may have a number of citations.
Many of the guidelines can also be found at the EQUATOR Network website  http://www.equator-network.org/. The EQUATOR (Enhancing the QUAlity and Transparency Of health Research.) Network provides an online centre for resources related to the good reporting of biological studies. It includes a resource, the EQUATOR WIZARD (http://www.peneloperesearch.com/equatorwizard  aimed at, helping the researcher find the guidelines most useful to their work.  

General systematic reviews

MOOSE

Stroup, D.F., Berlin, J.A., Morton, S.C., Olkin, I.,Williamson, G.D., Rennie, D., et al. (2000) Meta-analysis of observational studies in epidemiology: a proposal for reporting. Meta-analysis Of Observational Studies in Epidemiology (MOOSE) group. JAMA 283 2008–2012.

http://jama.jamanetwork.com/article.aspx?articleid=192614
A checklist of the MOOSE guidelines for meta-analysis modified from Stroup et al can be found in 
https://www.editorialmanager.com/jognn/account/MOOSE.pdf
PRISMA
PRISMA (Preferred Reporting Items for Systematic reviews and Meta-analyses)

statement which replaced the QUOROM (QUality Of Reporting of Meta-analyses) statement QUORUM

The PRISMA Statement website:
http://www.prisma-statement.org/
This includes the PRISMA 2009 checklist

http://www.prisma-statement.org/documents/PRISMA%202009%20checklist.pdf
Moher. D., Liberati, A., Tetzlaff, J. & Altman, D.G. (2009) Preferred Reporting Items for Systematic Reviews and Meta-Analyses: The PRISMA Statement. Ann Int Med. 151 264–269. This paper also includes the check list 
http://annals.org/article.aspx?articleid=744664
Liberati, A., Altman, D.G., Tetzlaff, J., Mulrow, C., Gøtzsche, P.C., Ioannidis, J.P.A., et al. (2009) The PRISMA Statement for Reporting Systematic Reviews and Meta-Analyses of Studies That Evaluate Health Care Interventions: Explanation and Elaboration. PLoS Med 6: e1000100. doi:10.1371/journal.pmed.1000100
http://journals.plos.org/plosmedicine/article?id=10.1371/journal.pmed.1000100
An extension of the PRISMA guidelines is PRISMA-P, a guideline for the development and reporting of systematic review protocols. The references below provide the statement and the background to the statement.:

Moher, D., Shamseer, L., Clarke, M., Ghersi, D., Liberati, A., Petticrew, M., Shekelle, P. , Stewart, L.A. and the PRISMA-P Group (2015) Preferred reporting items for systematic review and meta-analysis protocols (PRISMA-P) 2015 statement. Syst Rev ;4:1.  
http://www.systematicreviewsjournal.com/content/4/1/1/abstract
Shamseer, L., Moher ,D., Clarke, M., Ghersi, D., Liberati, A., Petticrew, M,, Shekelle, P., Stewart, L.A. and the PRISMA-P Group. (2015) Preferred reporting items for systematic review and meta-analysis protocols (PRISMA-P) 2015: elaboration and explanation. BMJ ;350 g7647 
http://www.bmj.com/content/349/bmj.g7647
The original QUORUM statement that PRISMA replaces is:

Moher, D., Cook, D.J., Eastwood, S. et al. (1999) Improving the quality of reports of meta-analyses of randomised controlled trials: the QUOROM statement. Quality of Reporting of Metaanalyses. Lancet  354 1896–1900.
http://www.thelancet.com/journals/lancet/article/PIIS0140-6736(99)04149-5/abstract
Cochrane Reviews
Information is available in a published Handbook:

Higgins, J.P.T & Green, S. (Eds) (2008)   Cochrane handbook for systematic reviews of interventions (2008). Cochrane Book Series, Wiley-Blackwell

https://dhosth.files.wordpress.com/2011/12/cochrane-handbook-for-systematic-reviews-of-interventions.pdf
The latest online version 5.1.0 (updated March 2011) of the Handbook is www.cochrane.org/resources/handbook. The Handbook is in English, in Spanish and what is described as 'Simplified Chinese'.
Full details of the Cochrane Collaboration are at: http://www.cochrane.org/
PROSPERO

PROSPERO (Preferred Reporting Items for Systematic Reviews and Meta-Analyses) is the International prospective register of systematic reviews
http://www.crd.york.ac.uk/prospero/
Other useful resources:

Garg,A.X., Hackam, D. & Tonelli, M. (2008) Systematic review and meta-analysis: when one study is just not enough. Clin J Am Soc Nephrol 3 253–260. 

http://cjasn.asnjournals.org/content/3/1/253.full.pdf+html
The Systematic Review Journal, an open access journal that published paper on all aspects of the design, conduct and reporting of systematic reviews.
http://www.systematicreviewsjournal.com/about
Resources specifically for Genetic association studies:

HuGENet
The HuGENet is the US CDC’s Human Genome Epidemiology Network (HuGENet) which has the aim of translating research in human genetic research into public health and preventive medicine improvements. 
http://www.cdc.gov/genomics/hugenet/default.htm
HuGENet Reviews

Part of HuGENet is the HuGENet Reviews which identify human genetic variants at one or more loci and summarize what is known about their frequencies in various populations. They describe studies showing gene associations with disease. 

http://www.cdc.gov/genomics/hugenet/reviews/
HuGENet Reviews Handbook

These guidelines have been produced for reporting HuGENet Reviews which should also meet the Venice guidelines for rating the credibility of the cumulative evidence. The Venice Guidelines for assessing cumulative evidence for genetic association came out of a workshop in Venice in 2006 (Ioannidis et al, 2008).
Ioannidis, J., Boffetta, P., Little, J., et al (2008) Assessment of cumulative evidence on genetic associations: interim guidelines. International Journal of Epidemiology  37:120–132 
http://ije.oxfordjournals.org/content/37/1/120.full.pdf+html
HuGENet Guidelines

http://www.cdc.gov/genomics/hugenet/file/print/pub_assessment.pdf
Little J, & Higgins JPT (editors). The HuGE Review Handbook, version 1.0. http://www.med.uottawa.ca/public-health-genomics/web/assets/documents/HuGE_Review_Handbook_V1_0.pdf
CDC Public Health Genomics Knowledge Base

Data on associations of a large number of genes have been investigated in this way. This information is maintained in the CDC Public Health Genomics Knowledge Base https://phgkb.cdc.gov/GAPPKB/phgHome.do?action=home.   (This is an online, searchable database of published scientific literature, CDC resources, and other material (https://phgkb.cdc.gov/HuGENavigator/home.do)
STREGA

STREGA: Strengthening the Reporting of Genetic Associations 

http://www.medicine.uottawa.ca/public-health-genomics/web/eng/strega.html
Little, J. et al (2009) Strengthening the reporting of genetic association studies (STREGA): an extension of the STROBE Statement. Hum Genet 125 131–151

http://link.springer.com/article/10.1007%2Fs00439-008-0592-7
Other useful resources:
Little, J. (2002) Reporting, appraising, and integrating data on genotype prevalence and gene-disease associations. Am J Epidemiol. 156 300-310

http://aje.oxfordjournals.org/content/156/4/300.full.pdf+html
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