
Supplementary material 
 
Machine learning model and model parameters. 
 
Since the A* algorithm is prone to errors when handling images with poor contrast or 
abnormal brightness filled with random noise, we calculated the minimum retinal 
thickness and standard deviation (SD) for each B-scan to only include scans with 
thicknesses within 30 to 80 pixels (180 to 480 µm at an axial resolution of 6 µm/pixel), 
and SD ≤ 10 pixels (60 µm).  
When we filtered out segmentation errors from A* algorithm, many hard examples were 
also excluded from the dataset. Therefore, the trained model was not robust enough at 
this point. In order to bolster this weakness, we retrained our model with additional hard 
examples. For this, we first processed 1,250 FDA data and excluded segmentation error. 
Next, we computed a sum of entropy for each obtained segmentation mask where each 
pixel has a probability value of being foreground. We then regarded examples with high 
entropy value as ‘hard examples’. These hard examples were sorted in descending order, 
and the top 200 images were added to the original dataset for the training. 
The Pyramid Parsing Network (PSPNet) with the ResNet18 backbone as our 
segmentation architecture model, was trained with a binary cross-entropy loss function 
using Adam optimizer. We chose a batch size of 8. The learning rate was initially set to 
1 × 10−3, and decay over each update was set to initial learning ratio divided by epochs. 
All inputs and outputs were cropped to 512 x 512 by setting y coordinates whose sum of 
pixel values has a maximum intensity to the center and then resized to 256 x 256. All 
images were normalized to a range between 0 and 1. During training, shadows and 
gaussian/speckle noises were randomly applied to the training data as well as basic data 
augmentations such as shift, flip, and rotation. 
A total of 170,079 eye images were processed and 128x170,079 segmentation masks 
were generated by the segmentation network. Because the B-scans often include several 
vertically flipped images, we built a binary classification network with LeNet architecture 
that can identify flipped B-scans and unflip them automatically.  
 

Fovea curvature extraction 

 
We assumed that the center of the fovea had the smallest height between the upper and 
lower boundaries of the segmentation masks. We therefore used height maps generated 
from the two boundaries to detect the center fovea. First, the ILM and RPE boundaries 
were extracted by simply tracking the top and the bottom boundary for each generated 
segmentation mask. By mapping the distance between ILM and RPE boundaries for each 
location on the 128 B-scans, we obtained a 128x256 height map where each pixel 
represents the height of ILM-RPE. Next, we applied gaussian blur to the height map 
(Supplementary Figure 1A).  We then binarized the filtered height map using Otsu’s 
algorithm (Otsu, N., 1979. A threshold selection method from gray-level histograms. IEEE 
transactions on systems, man, and cybernetics, 9(1), pp.62-66.). (Supplementary figure 
1B). The resulting donut-shaped blob was then detected by a minimum circularity 
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threshold (Supplementary figure 1C). The center of the extracted blob [c_x, c_y] was then 
determined to be the center of the fovea. 

Supplementary Figure 1.  

 
 
Foveal curvature validation 
To validate the automated OCT-derived FC measurements, we divided eyes by FC 
tertiles. We then selected at random one eye per participant from each tertile, extracted 
the corresponding B-scan from the selected eye, and created a PSD file which consisted 
of one B-scan per tertile arranged at random (yielding a total of 10 independent sets with 
3 B-scans, one from each curvature tertile). A file containing the B-scan ordered by fovea 
curvature, per set, was created as a CSV file and used for comparison. Two retina 
specialists with wide experience in OCT grading (AT, AO-B) were asked to classify each 
OCT B-scan, from flattest to steepest FC tertile, from each set. The human classification 
revealed perfect agreement when compared with tertiles derived from the automated 
quantification. 
 
Supplementary Figure 2. 
Representative example of polynomial fit to macular curvature. A convex macular 
curvature (left) and a concave macular curvature (right) are clearly evidenced on the 
image. 
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Supplementary Figure 3.  
Top: foveal curvature quantification from central b-scans for each curvature tertile (from 
right to left, flattest to steepest quantified curvature measurements). Bottom: histogram 
of foveal curvature distribution by FC tertile. 
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Supplementary table 1. Regression table for females with fovea curvature x 100 as 
dependent variable. 
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Supplementary table 2. Regression table for males with fovea curvature x 100 as 
dependent variable. 
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Supplementary table 3. Sensitivity analysis. Females. 

 
Multilevel models after exclusion of individuals with spherical equivalen refraction < - 6 D 
and > + 6 D, visual acuity < 80 ETDRS letters (worse than 6/7.5 Snellen, or worse than 
0.1 logMAR equivalent). Model 1 adjusts for age, ethnicity, and height as fixed effects 
with a random effect per person to allow for right and left eye measurements. Model 2 
extends model 1 by adjusting for visual acuity, spherical equivalent, corneal astigmatism, 
macula curvature, center point retinal thickness and fluid intelligence. Model 3 further 
adjusts for annual income, and birth order.  
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Supplementary Table 4. Sensitivity analysis. Males. 
 

 
Multilevel models after exclusion of individuals with spherical equivalen refraction < - 6 D 
and > + 6 D, visual acuity < 80 ETDRS letters (worse than 6/7.5 Snellen, or worse than 
0.1 logMAR equivalent). Model 1 adjusts for age, ethnicity, and height as fixed effects 
with a random effect per person to allow for right and left eye measurements. Model 2 
extends model 1 by adjusting for visual acuity, spherical equivalent, corneal astigmatism, 
macula curvature, center point retinal thickness and fluid intelligence. Model 3 further 
adjusts for annual income, and birth order.  
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Supplementary Table 5. Descriptive table of eye level characteristics stratified by 
ethnicity and sex (Mean values defined by 95% confidence interval). 
 

FEMALES

 
 

MALES 
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Supplementary Figure 4. Adjusted mean centre point foveal thickness by deciles of 
age broken down by sex. Adjusted means (Solid black dots), 95% confidence intervals 
(Vertical solid lines) and regression line (Dotted line) are from a multilevel model 
allowing for age, height, ethnicity and UK Biobank centre as fixed effects, and repeated 
foveal curvature measurement for each person. 

 


