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1  |  INTRODUC TION

Traditional null hypothesis significance testing (NHST), incor-
porating the null hypothesis and two-sided alternative, p value, 
plus critical level of significance of 0.05 needs little introduction. 
Statistical significance (p < 0.05) underpins decision-making in 
medicine, and none less so than in obstetric and gynecological 
research. The presence of statistical significance has become the 
gold standard for establishing whether exposure to a risk factor 
is important, or determining if a newly developed medical strat-
egy, drug, device, surgical approach, or alternative way of using 
a known treatment is effective.1 Furthermore, lack of statisti-
cal significance (p ≥ 0.05) is inferred as evidence that exposure 

to a factor is not important, or an intervention is not effective. 
However, such practice has invoked much discussion because it 
represents misuse of NHST and misunderstanding of the p value.2 
In particular, it was never intended that clinical significance be 
inferred based on statistical significance.3

2  |  HISTORY OF NULL HYPOTHESIS 
SIGNIFIC ANCE TESTING

To understand the challenges that inferences based on NHST pose 
and avoid them in the future, it is important to consider the his-
tory of NHST.4 Traditional NHST is a single procedure constructed 
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Abstract
Traditional null hypothesis significance testing (NHST) incorporating the critical level 
of significance of 0.05 has become the cornerstone of decision-making in health care, 
and nowhere less so than in obstetric and gynecological research. However, such 
practice is controversial. In particular, it was never intended for clinical significance to 
be inferred from statistical significance. The inference of clinical importance based on 
statistical significance (p < 0.05), and lack of clinical significance otherwise (p ≥ 0.05) 
represents misunderstanding of the original purpose of NHST. Furthermore, the limi-
tations of NHST—sensitivity to sample size, plus type I and II errors—are frequently 
ignored. Therefore, decision-making based on NHST has the potential for recurrent 
false claims about the effectiveness of interventions or importance of exposure to risk 
factors, or dismissal of important ones. This commentary presents the history behind 
NHST along with the limitations that modern-day NHST presents, and suggests that 
a statistics reform regarding NHST be considered.
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from two theories as suggested by Fisher in 1925,5 plus Neyman 
and Pearson in 1933.6 Although the concept of the p value is cred-
ited to Pearson in 1900,7 it was Fisher who formalized it. Fisher 
suggested the statistical null hypothesis and p value; the p value 
was the strength of evidence provided by the data supporting the 
null hypothesis. In particular, the p value was the probability of 
obtaining a result at least as extreme as that observed given the 
null hypothesis—that is, if the position of equipoise (no difference 
between groups in outcome) existed in the population. Although 
Fisher suggested a value of p less than 0.05 for statistical signifi-
cance, it was not advocated as an absolute cut-off. The intention 
was for statistical significance to be used as a tool to indicate if the 
results warranted further investigation. Interpretation and subse-
quent inferences should be subjective and for the researcher to 
decide. It was never intended that clinical significance be inferred 
based on a value of p less than 0.05. Neyman and Pearson subse-
quently proposed statistical hypothesis testing, suggesting that it 
was not possible to have a null hypothesis without an alternative 
one. Furthermore, they suggested the maximum probabilities of 
making incorrect decisions—that is, type I and II errors—should be 
set in advance. A type I error occurs if based on the sample the 
statistical null hypothesis of equipoise is rejected in favor of the 
alternative, when in the population the position of equipoise holds. 
A type II error occurs if based on the sample the null hypothesis 
of equipoise is not rejected in favor of the alternative, when in the 
population the position of equipoise does not hold and there is 
a difference between groups in outcome. Type I and II errors are 
discussed in further detail elsewhere,8 but the implications of such 
errors are described below.

The theories of Fisher and Neyman–Pearson have been combined 
to give traditional NHST. It is not entirely clear why this happened. 
Fisher and Neyman–Pearson were strongly opposed in their schools 
of thought, and traditional NHST represents a misunderstanding of 
their theories. Although their theories are different, there are sim-
ilarities that may have led to their combination. Although Neyman 
and Pearson never advocated a probability of 0.05 for type I errors, 
the probability of one occurring can be defined in terms of statistical 
significance (p < 0.05) as suggested by Fisher. Rejection of the null 
hypothesis could be a type I error, and therefore a critical level of 
significance of 0.05 represents the maximum probability of a type 
I error given the statistical model. It has been suggested that the 
commercialization of textbooks, and the desire of publishers to pro-
mote cookbook recipe approaches rather than encouraging scrutiny 
of the data also played an important role in the combination of the 
two theories.9

3  |  IMPLIC ATIONS OF T YPE I  AND I I 
ERRORS

Type I and II errors are major limitations to traditional NHST. Both 
types of error are conceptual, and it will not be known if they have 
occurred. Such errors are a necessary evil of traditional NHST. This 

is because rejection of the null hypothesis in favor of the alternative 
could be a type I error, and failure to reject the null hypothesis in 
favor of the alternative could be a type II error. With a critical level 
of significance of 0.05, the maximum probability of a type I error for 
a single statistical hypothesis test is 0.05. However, the probability 
of a type I error increases rapidly when multiple hypothesis tests are 
performed.10 For example, when 20 hypothesis tests are performed 
the probability of a type I error is at least 0.64. In such situations, 
Bonferroni's correction factor is a simple approach to minimizing the 
probability of type I errors occurring.10 Type II errors are generally 
attributed to small sample sizes, and their probability of occurring is 
difficult to predict.

Type I errors will lead to false claims, for example, about the ef-
fectiveness of an intervention, whereas type II errors lead to the 
dismissal of potentially important interventions. The concept of type 
II errors led to the phrase “absence of evidence is not evidence of ab-
sence”.11 That is, just because NHST fails to find statistical signifi-
cance, it does not mean that a clinically important difference does 
not exist in the population.12

The potential for type I and II errors is considered to be high, 
and contributed to the idea that most research findings based on 
NHST are false.13 Although it is possible to limit the probability of 
type I and II errors occurring, researchers rarely do. Coupled with 
the misunderstanding that statistical significance implies contextual 
significance, failure to acknowledge such errors impacts the validity 
of inferences in research.

4  |  NHST AND SENSITIVIT Y TO SAMPLE 
SIZE

Studies with large sample sizes are important because as sample size 
approaches the population size, the sample estimates have increased 
accuracy when estimating the population parameters. However, 
NHST is sensitive to sample size, and large sample sizes are more 
likely to lead to statistical significance. As sample size increases, it 
results in increasingly smaller differences between groups being ob-
served as statistically significant. Therefore, NHST guarantees that 
any difference, no matter how small or irrelevant, will be statistically 
significant if the sample size is large enough.14 Conversely, statis-
tical significance is less likely when sample sizes are small. Sample 
size considerations are important when planning a study in order to 
ensure meaningful effects are observed as statistically significant if 
they exist in the population.

Key message

Traditional null hypothesis significance testing incorporat-
ing the critical level of significance of 0.05 is used in clinical 
decision-making. However, it was never intended for clini-
cal significance to be inferred from statistical significance.
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5  |  THE C ALL FOR A STATISTIC S REFORM

The controversy surrounding NHST and misconception that con-
textual significance can be inferred from statistical significance 
has been discussed for decades. In 1951, Yates commented on 
the misuse of NHST and suggested that the ultimate objective 
for researchers had become establishing if statistical signifi-
cance existed.15 This detracted from the primary objective of 
research—that is, interpreting the results and considering their 
potential contextual significance. It has been proposed that 
NHST be banned because of the high probability of type I errors 
and the implications for clinical practice.16 However, others have 
been more restrained and suggested a greater understanding of 
NHST and the p value is needed, while using the process more 
cautiously.17

The debate and argument for a statistics reform has intensified 
within the last 10 years. In 2015, the editors of the journal Basic and 
Applied Social Psychology banned NHST and statistical significance 
based on the dichotomy of p < 0.05 vs p ≥ 0.05.18 They declared 
NHST was “invalid” and “We believe that the p < 0.05 bar is too 
easy to pass and sometimes serves as an excuse for lower quality 
research”. In addition to NHST and statistical significance, the ban 
included any p values, test statistics, and statements about signifi-
cant differences or lack thereof.

In 2016, the American Statistical Association (ASA) pub-
lished a statement regarding NHST and statistical significance 
providing guidance on the context, process, and purpose of p 
values.19 The statement focused on the informed use of statis-
tical significance and inference in research, rather than banning 
NHST because it is frequently misused. In 2019, The American 
Statistician published a special issue titled Statistical Inference in 
the 21st Century: A World Beyond p < 0.05.20 The aim was to pro-
vide further guidance to the ASA statement on the use of NHST 
and statistical inference. This represented the views of the edi-
tors of the special issue and was not a statement on behalf of the 
ASA. The main message was “…‘statistically significant’—don't say 
it and don't use it.” Moreover, statistical significance was never 
meant to imply contextual importance. The aim was to stop stud-
ies being published with “p = 0.049” and “p = 0.051” that were 
directly opposing in their inferences.

Shortly after the special issue in The American Statistician,20 a 
prominent article was published in Nature echoing similar views.21 It 
advocated abandoning statistical significance based on the catego-
rization of p < 0.05 vs p ≥ 0.05, because it had led to “…hyped claims 
and the dismissal of possibly crucial effects”. In particular, emphasis 
should be placed on the contextual importance of the study results. 
It was not recommended that p values be banned, but rather used 
alongside an emphasis upon sample estimates and the accuracy in 
them. Nonetheless, it has been suggested that to do so would ulti-
mately promote bias.22 Inferences based on subjectivity are prone to 
conflicts of interest. For example, researchers will be biased toward 
inferences that support their beliefs.

6  |  RESPONSE TO THE C ALL FOR A 
STATISTIC S REFORM

Despite the calls for a statistics reform regarding the use of NHST 
and statistical significance in decision-making having been ongo-
ing for decades, the practice has persisted. A major challenge is 
that there are no interpretations of these concepts that are simple 
and intuitive.23 George Cobb commented at an ASA forum (2014) 
“We teach it because it’s what we do; we do it because it’s what we 
teach”,24 highlighting the circularity to the challenges.

Journal editors have become increasingly concerned about the 
use of NHST. Some journals have updated their statistical reporting 
guidelines in response to the ASA statement in 2016,19 including The 
New England Journal of Medicine.25 Although it is difficult to encap-
sulate the general approach adopted, it would appear that editors 
are cautious in their response to the call for a statistics reform. The 
process of NHST and statistical significance generally remains, but 
authors are increasingly encouraged to present sample estimates 
plus confidence intervals so as to describe their accuracy. Second, 
there is a greater emphasis on minimizing the potential for type I and 
II errors and therefore controlling the limitations of NHST. However, 
there is limited guidance on discussing the contextual importance of 
study results over and above the presence of statistical significance.

7  |  SUMMARY

The use of NHST and its role in decision-making in healthcare re-
search is controversial, not least because it is typically misunder-
stood and misused. The idea that an intervention is effective, or 
exposure to a risk factor is only important if the value of p is less 
than 0.05 is a reductionist view that does not always reflect clinical 
importance. There have been frequent calls for a statistics reform 
regarding the use of NHST in decision-making, including no longer 
using the concept of statistical significance. Nonetheless, the binary 
approach to decision-making is a convenient one, and its use has 
remained ubiquitous. Regardless of the future for statistical signifi-
cance, there are calls for greater focus on the magnitude and ac-
curacy of the observed effects and their clinical importance. This 
ultimately seems sensible and accords with the original intentions 
of Fisher.5 However, to do so will bring challenges not least because 
of the subjectivity that will exist when interpreting study results. 
Journals have been cautious in their approach to calls for a statis-
tics reform, and it appears that statistical significance will continue 
to play a role in decision-making also in obstetrics and gynecology. 
This may be acceptable if we continue to educate ourselves in the 
role of statistics, including controlling the probability of type I and II 
errors plus the importance of sample size. In particular, statisticians, 
researchers, and clinicians all need to recognize that a statistical an-
swer based on NHST to the question posed is not necessarily an 
answer to the scientific question asked. Statistical inference does 
not automatically reflect clinical inference.
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